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HW1 (hints)



e Goal: find @ inimage

« Main challenge: What is a
good similarity or distance
measure between two
patches?

o Correlation

e Zero-mean correlation

e Sum Square Difference

« Normalized Cross Correlation

3 Side by Derek Hoiem



Matching with filters
e Goal: find in image

« Method O: filter the image with eye patch

him,n]=>) glk,l] flm+k,n+I]
. k.l \ f =image

g = filter

What went wrong?

Input Filteregl Image Side by Derek Hoiem



Matching with filters
o Goal: find @ inimage

« Method 1: filter the image with zero-mean eye

=) (fIk11=f) (glm+F, n+l]) o= fiter

\
mean of f

Inpt Filtered Image (scaled) Thresholded Image



Matching with filters
o Goal: find @ inimage

« Method 2: SSD (Sum Square Difference)
Z(g k1= flm+k,n+1])*  T7Iheoe

g = filter

Inpt | 1- sqrt(SSD) Thresholded Image



Matching with filters

h[m,n]= > (glk, 1= flm+k,n+1])" 509

k,l

e Can SSD be implemented with linear
filters”

/ Side by Derek Hoiem



Matching with filters

£ — What’s the potential
e Goal: find in image downside of SSD?

« Method 2: SSD (Sum Square Difference)
Z(g k1= flm+k,n+1])*  T7Iheoe

g = filter

Input 1- sqrt(SSD)

Side by Derek Hoiem



Matching with filters

o Goal: find @ inimage
f =image

e Method 2: Normalized Cross-Correlation g =filter

mean template mean image patch

l |
Z(g[k,l]—g—xf[mk,n+l]—fm,n)

h[m,n] — \0.5

\Z(gkl -g)’ Z(f m+k,n+11-f,, )/

9 Side by Derek Hoiem



Matching with filters

o Goal: find @ inimage

e Method 2: Normalized Cross-Correlation

Thresholded Image



Matching with filters
o Goal: find @ inimage

e Method 2: Normalized Cross-Correlation

Normalized X-Correlation Thresholded Image



Q: What is the best method to use?

Answer: Depends

Zero-mean filter: fastest but not a great
matcher

SSD: next fastest, sensitive to overall intensity

Normalized cross-correlation; slowest,
invariant to local average intensity and
contrast

12 Side by Derek Hoiem



Review
(CNN for Image Synthesis)



Computer Vision before 2012

o+ + O + H, ® .H,- Hy
é‘ ‘_‘._____ <o ° + ° L ° ) ;
;Q? '\‘\\‘\‘ . oM Re + N ° | 4+ [ ) °
£ \ a
A ‘\‘\‘\ A r o |+ <>. e o * .
woo->e o
JLLW fal e k¥ o o e -
ow, * + o o o)
:\ o W2 ° A O (@]
______ v °
——- N <o o O
. 9, \“ R . <& +lp o+ v o)

Features Clustering Pooling Classification
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Computer Vision Now

*

¥

X

-

——————

Deep Ne D

15
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+ / ©

be

B Cat

[LeCun et al, 1998], [Krizhevsky et al, 2012]



Deep Learning for Computer Vision

100
95 e © ©
90 @

()
85 @

80
75 elDeep Net

[Deng et al. 2009 g 70@

2010 2011 2012 2013 2014 2015 2016 2017
Top 5 accuracy on ImageNet benchmark

-
'r
e
B
]
S‘
i
)

X an

<1l
L

L

[Redmon et al., 2018 [GUler et al., 2018] [Zhao et al., 2017]

Object detection Human understanding Autonomous driving
16




Can Deep Learning Help Graphics?

Modeling Texturmg L|ght|ng Rendering

17



Can Deep Learning Help Graphics?

18



Generating images is hard!

Modeling Texturmg L|ght|ng Rendering

28x28 pixels

19



Simple L2 regression doesn’t work ®

Input Output Ground truth

20



Loss functions for Image Synthesis

l"'
Input x Learnable rendering Output Image G(
What is a good objective L?  Problem Statement
- Capture realism Loss ft*mction
- Task-agnostic
- Data-dependent al'g mGln 'C(G( _) ?_J>

Generator Input Output image

21



Designing Loss Functions

2 G(x)
RN ’
e
UL PR S
Input Generator  predicted output

L2 regression

arg Mmin

G

22

y
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GT output
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Designing Loss Functions

Image colorization

L2 regression

Super-resolution

23

L2 regression




Designing Loss Functions

Image colorization

Classification Loss:
Cross entropy objective,
with colorfulness term

Feature/Perceptual l0ss
Deep feature covariance
matching objective

[Gatys et al., 2016], [Johnson et al. 2016]
[Dosovitskiy and Brox. 2016]

24



"Perceptual Loss”

Gatys et al. In CVPR, 2016.
Johnson et al. In ECCV, 2016.
Dosovitskiy and Brox. In NIPS, 2016.

Chen and Koltun. In ICCV, 2017.

25



CNNs as a Perceptual Metric

———————————————————————————————————————— [ o o e e e e e o e o e e
______________ | Normalize, | ] | L, norm, ___;

Subtract Spatial average -1 Avg |-»{]

F F - d

‘ |. _________ i I _________________ S [ > 0
B s I N s T o[

G0y

(1) How well do “perceptual losses™ describe perception?

c.f. Gatys et al. CVPR 2016. Johnson et al. ECCV 2016. Dosovitskiy and Brox. NIPS 2016.
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CNNs as a Perceptual Metric

X G(x) y
- BRI y rale
6= IFCEn 1) — F(a_ D]
L L s = JUI_ » .M‘l '/,"u‘_;’-ﬂ..\
Input Generator Predicted output GT output

Fis a deep network (e.g., ImageNet classitier)

Perceptual Loss

we|ght (| th layer
g min g ZA—HF’ ()P
1=1 \

The number of elements in the (i)-th layer
27



What has a CNN Learned?

- \, N le. Eh - | —§
B T I B |

////4 ,?, i (p

-

Zeiler and Fergus. In ECCV, 2014,



29 Zeiler and Fergus. In ECCV, 2014.



CNNs as a Perceptual Metric

________________________________________ > _______________________________________.>
Normalize, L, norm,

""""""" 571 subtract [T [T Spatial average || F- Avg |-»{]

[F [— [ F —— I e T d,
B S e T b
G(x) Y
Perceptual Loss
we|ght (| th layer
' t ()
g minE, §jA—|\F @) -FO)];
: \

The number of elements in the (i)-th layer
30



How Different are these Patches?

/Zhang, Isola, Efros, Shechtman, Wang.
The Unreasonable Effectiveness of Deep Features as a Perceptual Metric. In CVPR, 2018.

31



Which patch is more similar to the middle”

|

Humans
L2/PSNR

v SSIM/FSIMc
Deep Networks?

32



% agreement with

human judges
t Networks perform strongly across
/; { d
[] Human %@@9 Better
O Low-level \
[ AlexNet (Random) - r A
[0 AlexNet (Unsupervised) FI’[’[.Iﬂg some data 8.0
O AlexNet (Self-supervised) IS Important /6.8
Nets (Supervised - ( A \ /5.7
Imagenet classification) 74 8
70.6
69 .7 70.0 —1=
68.9 i i
q, @ O O(Q (\%
o
v o\ N (\6 Q K
S \E’Q X

82.0

i

VGG (“perceptual loss”)

correlates well
33




Generated images

Universal loss?

34



_earning with Human Perception

Generated images

<o) Y .
-[I[II]" : -8 Human Annotation

35 [Zhu et al. 2014]



Generated images

Generative Adversarial Network
(GANS)

Real vs. Fake

|Goodfellow, Pouget-Abadie, Mirza, Xu,
Warde-Farley, Ozair, Courville, Bengio 2014]
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Image synthesis from “noise”

G

)
gg mdll Generator g

Sampler

G:Z—->s X

z ~ p(2)
r=G(z2)

37



Image synthesis from “noise”

Generator g

Sampler

G:Z—->s X

z ~ p(2)
r=G(z2)
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Image synthesis from “noise”

Generator g

Sampler

G:Z—->s X

z ~ p(2)
r=G(z2)

39



Input samples

Learning a generative model

Learner

Objective
Hypothesis space

Optimizer

latent variables

/%,

RN | =

.
. ,
".
.
' o' l
: > )
2

Generated samples

[figs modified from: http://introtodeeplearning.com/materials/2019 65191 | 4.pdf]

40


http://introtodeeplearning.com/materials/2019_6S191_L4.pdf

Learning a density model

Learner
Data Objective
(IR %

Hypothesis space

Optimizer

Density

' W

p: X —|0,1]
A

Normalized distribution

(some models output unormalized energy functions)

[figs modified from: http://introtodeeplearning.com/materials/2019 65191 | 4.pdf]

41


http://introtodeeplearning.com/materials/2019_6S191_L4.pdf

Case study #1: Fitting a Gaussian to data

Max likelihood objective

max L5~ paaca [108 PO (Z)]

Considering only Gaussian fits
pH(x) — N(Q?, My 0)
0 = |, o]

¢ o ©® ®® o (losed form optimum:

1 1 N
fig from [Goodfellow, 2016] b= >z o = Z Ti — )
1=1 i=1

42



Case study #1: Fitting a Gaussian to data

Learner
“max likelihood”

os*®
+1
o
.

Objective  »

mea’X IEx"vpdata []'Og p@ (x)]

Dt Hypothesis space N Density
ata —
p(x) = N(z;p,0) p: X —[0,1]
Optimizer

1 & 1 &
S DI DI

43



Case study #2: learning a deep generative model

Learner

Objective

max likelihood

/distribution matching
Data  — Hypothesis space —

Deep net

Density
p: X —[0,1]

Optimizer
SGD

44



Case study #2: learning a deep generative model

Learner

Objective

max likelihood

Data — /distribution matching —
Hypo[‘ghems stpace Sampler
eep ne
P G:Z—- X

Optimizer 2~ p(z)

SGD r=G(2)

Models that provide a sampler but no density are called implicit generative models

45



Deep generative models are distribution transformers

Prior distribution Target distribution

46



Deep generative models are distribution transformers

M&&HH

(Gaussian noise Synthesized
2~ N(0,1) image

47



Deep generative models are distribution transformers

(Gaussian noise Synthesized
2 ~ N0, 1) mage

48



Generative Adversarial Networks (GANS)

(Gaussian noise Synthesized
2 ~ N0, 1) mage

49



G

u il
=lnlg

Random code

Generator

© aleju/cat-generator

fake image

50

[Goodfellow et al. 2014]



Z

uil fimr
u —| G |~ —|D |~  Real (1)or
Random code — L I— J U = fake (O)?

Generator Discriminator

__
fake image

A two-player game:
* ( tries to generate fake images that can fool D.
D tries to detect fake images.

51 [Goodfellow et al. 2014]



Z

=inil RinfS
u —| G | —|D |~ fake (0.1)
Random code _IUI— JUI_

Generator Discriminator

fake image
B I BE = = N B = = BB BB = = =B =B = =

i tllog(1—D(G(2))!
a gy Bloell D)

52 [Goodfellow et al. 2014]



Z

=inil RinfS
u —| G | —|D |~ fake (0.1)
Random code _IUI— JUI_

Generator Discriminator

fake image
B I BE = = N B = = BB BB = = =B =B = =

Himrs

D |~ real (0.9
U=

----------------------------------------------

mci:n I'nl%'x Eilog(l—D(G(z))éﬁlog D(g;)]

53 [Goodfellow et al. 2014]



Z

il
T RlIe
=lnlg

ﬁ

Random code

Generator

G(z)

fake image

B

1D |-

U™

Discriminator

(0.3)

Learning objective (GANS)

min max
G D

54

Himrs

D

U™

> real (0.9)

2log(1—D(G(2))+log D(z)

[Goodfellow et al. 2014]



GANSs Training

Z G(z)
Siull Himls
u —| G | D |l real or fake?
IT] I_ J U L
Generator Discriminator

G tries to synthesize take images that fool D

D tries to identify the fakes

 Training: iterate between training D and G with backprop.

« (GGlobal optimum when G reproduces data distribution.

55 [Goodfellow et al., 2014]



T'hank You!

16-726, Spring 2021

https://learning-image-synthesis.qgithub.io/
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https://learning-image-synthesis.github.io/

